Open SDN Fabrics for NFV

PRASHANT GANDHI
gandhi@bigswitch.com

IEEE CQR (MAY 2015)



NETWORK FABRICS FOR NFV

Why NFV:

e Faster time-to-service
 Elastic scale

 Open/commodity HW

VISIBILITY TOOLS
Tap/SPAN L . i
rafic =  Monitoring Fabric :

for NFV

Production Fabric
for NFV

TAP/SPAN
Aggregation
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FABRIC REQUIREMENTS FOR NFV

Why NFV:

e Faster time-to-service
 Elastic scale

 Open/commodity HW

Production Fabric Tap/SPAN. -, Monitoring Fabric —
for NFV r for NFV 2

« Fast change velocity 55 * Scale-out

» Scale-out w/ service chaining 28 * Simple

» Open/commodity HW * Open/Economical = -

» Open SDN Fabrics
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OPEN NETWORKING MOMENTUM ACCELERATING
HW/SW Disaggregation

ODMs: 77
« Accton Juniper ©» /
. Quanta Gigamon

e Delta Wedge 6-Pack
ONIE: Open ONL: Open OpenNSL:
e Network Install FBOSS Network Linux Broadcom ASIC APIs
RO Environment (Switch Platform
OPEN 0S) I\
Compule Project @ . - ] I i i
B3 = vicor IS Xbigswitch X big switch e

Open HW, Value in SW
HW/SW vendor choice
Single throat to choke (for HW & SW)
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SDN: OPTIMIZING FOR SIMPLICITY & AUTOMATION

Closed Network Switch

openstack~ vimware

Many APl
Interfaces :.-"::"

Vendor 1 HW
=T
=T

* Box-by-box, NetOps complexity
* Now w/ DevOps Programmability
* Expensive, Vendor lock-in

Open Network Switch

openstack~ vimware

Many APl
Interfaces :.:':.-"

Box-by-box, Linux-style mgmt
DevOps Programmability
Lower CapkEx, Vendor choice

Open SDN Fabric

openstack- vimware

A Single API Interface
y (Scalable, Fast)

BIG CLOUD
CONTROLLER Q
(CLI, GUI, API)

2 13 CLOS FABRIC '

MANAGED BY SDN CONTROLLER

» Single point of management
* NetOps + DevOps

* Lower Capex & OpEx,
Vendor Choice



SDN FABRIC IS “ONE BIG SWITCH”
Disaggregation of the “NetFrame”
Traditional Chassis Pair

BIG CLOUD
FABRIC
CONTROLLER

10G/40G
Backplane

:K LEAF SWITCHES

1G/ 10G/40G
Workloads

Physical
&

Virtual ﬁ
Workloads

» Aggregation of many smaller switches SERVICES E
. : COMPUTE
 Single point of management WORKLOAD COMPUTE WORKLOAD CONNECTIVITY
RACKS

» Disaggregated Chassis Pair — One “Big Switch”
» Extend all the benefits of chassis to SDN Clos fabric
>¥big switch
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SDN FABRIC OPTIONS FOR NFV

VISIBILITY TOOLS

2 " _

e, o e : Tap/SPAN

V LEAF SWITCHES
L

Traffic

TAP/SPAN
Aggregation

SPINE SWITCHES M

SDN Fabric for NFV cloud SDN Fabric for NFV Monitoring
© 2015, BIG SWITCH NETWORKS, INC. %blg switch

networks



OPTIMIZING FOR SCALE

Only design to address all advanced requirements

NFV Network Infrastructure

777777 Virtual Network Function = =+ VNF Forwarding Graph “Link” Virtual Machine
|____l VNFForwardingGraph -, L cironment
“Node” {_}} Physical Network Logical Interface

[ ooy Metworkctment O Pt etrkpon

—— Physical Network Association

———>  Network Forwarding Path

Whitepaper available on request

Traditional
L2 Fabric

Unified design for physical v
. es
and virtual networks

East-west Traffic Scaling

Any IP address in any
rack Yes
(fabric-wide VNF mobility)

Programmatic Service
Chaining

Traditional SDN-based

L3 Fabric L2/L3 Fabric
Yes Yes
Yes Yes

Yes

Yes
N\ - a
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OPPORTUNITY: SDN CONTROLLER ANALYTICS/MONITORING

: Configuration Fabric

VM-level VNF-level Resource
Visibility Visibility Utilization
L Fabric-wide Congestion
Fabsr:;fa\vl\\lnde Trouble-shooting Dashboard
leaf/spine/leaf (GEERYETY)
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2X big switch

Thank You




NFV: SERVICE CHAINING

 Implemented via Next-Hop
Forwarding

* Independent Services per
Logical router/tenant

« ECMP-based svc balancing

Use ECMP and
Service Insertion

Logical
Router

Ve

Service Segment

NFV Service VMs

web-seg

VM-A

app-seg

VM-B

Green Tenant
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POD-LEVEL DEPLOYMENT

Inter-operate with Existing PODs in Data Center

Example PODs:
* Private Cloud: Dev/Test
Data Center * Analytics (Hadoop)
|><] Core Routers e VDI

2
Q
=
-
3
Q
=
N

EGRESS RACK N EGRESS LLL 1
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USE CASE: MOBILE /7 LTE NETWORK MONITORING

Enabling Advanced Monitoring for Mobile Core networks

RAN MOBILE CORE / DATA CENTER

A ()

MONITORING FABRIC
3G 11/ 1

— s S=f ===

1] Monitoring Fabric
Controller
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